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Abstract: In this paper, we propose deep neural network (DNN) architecture with attention mechanism (DNN-WA) for 
emotion recognition (ER). DNN-WA is an utterance level classification mechanism which accounts for the long-term 
dependencies within an utterance unlike the conventional frame level classification. Mel-frequency cepstral coefficients 
(MFCC) are used to represent the emotion information within the spoken utterance. To incorporate additional temporal 
information at feature level, shifted delta cepstra (SDC) operation is performed on frame based MFCC features. The studies 
on ER are carried out using Berlin database. The results of our studies show that, the DNN outperforms the baseline GMM 
system indicating a better representation capability. Further, DNN-WA outperforms the DNN based system. From this, it is 
evident that DNN-WA indeed captures the contextual information which is essential for ER. 
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Introduction 
Emotion recognition (ER) refers to the task of extracting the emotional states of a speaker using their speech segment [1], [2]. 
An ER system is necessary for any natural man-machine interactions. With the advent of internet and availability of 
technology, there are a plethora of applications that are coming up with human-machine interactions. An ER system could be 
used to keep a driver alert during the journey based on his mental state [3]. Computer tutorial applications can get more real 
and natural with an ER system. Speech emotion recognition can also be used in call centre applications and mobile 
applications. To effectively recognize the emotions from speech, features that represent emotional information within the 
utterance have to be extracted and modelled to be classified. Mel-frequency cepstral coefficients (MFCC) [4], linear 
prediction cepstral coefficients (LPCC) [5], real cepstral coefficients (RCC), pitch, formants, energy of a segment are some of 
the features that have been used for ER so far. MFCC, LPCC are the most popular spectral features while pitch, formants are 
the temporal features that play a major role in emotion recognition. Modulation spectral features that capture both spectral 
and temporal information have been explored in [6] for ER. Gaussian mixture models (GMM) have been used for classifying 
the speech samples into emotions [7]. In [8] and [9] hidden Markov models (HMM) were used as a classifier. In [10] support 
vector machines (SVM) were used for speech emotion recognition. MFCC and LPCC provide static information they do not 
provide any information about the trajectory of the signal. Speech tasks like speaker recognition (SR) and language 
identification (LID) have been using the trajectory information also called as the dynamic information as features. In [11] and 
[12], shifted delta cepstra (SDC) has been reported to capture the context over multiple frames. In [13], relation between SDC 
and prosodic features has been examined. The prosodic features considered in [13] are pitch and energy. Their results show 
correlation between SDC and prosodic features. In [13], prosodic features were proved suitable for ER, hence we explore 
SDC to check the validity of SDC in recognizing emotions from speech at feature level. In [14], state-of-the-art techniques 
applied for SR and LID has been explored for emotion recognition. Motivated by the success of deep neural networks (DNN) 
for speech recognition [15] and other speech related tasks, in this work, we propose to use a DNN architecture equipped with 
attention mechanism (DNN-WA) for emotion recognition. DNN-WA has been reported to outperform the stat-of-the-art 
iVector model for LID. In [16], DNN-WA has been used for LID task. The context vector built using DNN-WA is a vector of 
context summarization [17]. Similar in spirit with the idea of context summarization, in this work we explore DNN-WA for 
emotion recognition. Rest of the paper is organized as follows: In Section 2, we describe the database used for our studies. 
Section 3 gives a detailed description of the proposed method. Followed by experimental results in section 4. Finally, 
conclusions and scope for future work are presented in sections 5 and 6 respectively. 
 
Description of database 
Berlin Dataset was used for our experiments. The details of train and test examples are given in Table 1. There are four 
categories of emotions such as anger, fear, neutral and sadness. 
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Table 1: Description of the speech corpus used 
 

 
 

 

 

 
Deep Neural Network with Attention 
In this section, we describe the DNN architecture equipped with attention mechanism (see Figure 1). Attention mechanism 
was initially used in the fields of Neuroscience and Computational Neuroscience for neural processes involving attention 
[18], [19]. Later, attention in neural networks gained a wide popularity particularly in image recognition [20]. But only 
recently have they made their way towards Natural Language Processing (NLP) [20]. Recently, in [16], DNN-WA was used 
for a language identification task. Similar idea of focusing on specific parts of input has been applied in speech recognition, 
reasoning and visual identification of objects. Inspired from the success of DNN-WA in multiple domains, in this work, we 
propose to explore DNN-WA for emotion recognition.  
Given an input sequence, ܺ = ,1ݔ} 	ܪ a hidden layer representation ,{ܰݔ,	·	·	·,2ݔ = 	 {ℎ1,ℎ2,·	·	·	,ℎܰ}, is computed for all the 
N frames of an utterance by forward pass through regular DNN and attention is computed over hidden features. 

	ܪ = 	 [ℎ1	ℎ2	 ·	·	· 	ℎܰ] 
	ߛ = 	ܪܹܽ)ℎ݊ܽݐ	 + 	ܾܽ) 

	ߙ = (ߛ)ݔܽ݉ݐ݂݋ݏ	 	… … … … … … (1) 
The attention mechanism is computed using a single layer perceptron with the hidden layer representations H as input that 
learns the weight to be given for each representation. Figure 1 gives the description of the attention mechanism used. The 
attention model a (ℎ݊)	thus computes an attention vector α that further helps in building a context vector c as given in 
Equations (1) and (2) where, ܹܽ, ܾܽ are the weights and bias of the attention model optimized along with the DNN using 
backpropagation algorithm. 

ܿ	 = …ߙܪ	 … . (2) 
Using Equation (3), the output of a DNN-WA is computed by transforming the context vector c using output layer weights 
and bias (U, bo) followed by a softmax operation is performed to normalize the values between zero and one. 

	ݕ = 	ܷܿ)ݔܽ݉ݐ݂݋ݏ	 + …	(݋ܾ	 … (3) 

 
Figure 1:DNN-WA[20] 

 
In this work, we used 1 and 3 hidden layers before the attention model. The final output y is a vector with probabilities of 
being each class. Thus we obtain a single decision per utterance unlike the conventional frame-based DNN where the average 
over all frame decision was considered as the final decision. 

Emotions Train Test 
Anger 112 15 

Fear 56 15 

Neutral 64 15 

Sad 47 15 
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Experiment and Results 
Extracting suitable features is one of the main aspects of the emotion recognition system. Mel-frequency cepstral coefficients 
(MFCC) are one of the most widely used features for both speech and emotional recognition. Dynamic information from 
MFCC could be obtained by including delta and delta delta features along with the static features obtained through short-term 
analysis of an utterance. An improved performance has been reported using SDC feature vectors created by stacking delta 
cepstra compounded across multiple speech frames in many speech tasks [11]. We validate the importance of SDC features 
for the ER task. The computation of SDC is illustrated in Figure 2. SDC features are specified by 4 parameters, N, d, P, k, 
where, N is the number of cepstral coefficients considered from each frame, d represents the time delay and time advance for 
delta computation. P represents the time shift between consecutive delta computed blocks and k represents the number of 
blocks, whose delta coefficients are concatenated together, 

	݅	݁ݎℎ݁ݓ = 	0,1,2. .݇ − 1. 
 

(ݐ)ܿ߂ 	= 	ݐ)ܿ	 + 	݅ܲ	 + 	݀) 	− 	ݐ)ܿ	 + 	݅ܲ	 − 	݀) … … … . . (4) 

 
Figure 2: Computation of SDC feature vector at frame t for configuration N-d-P-k 

 
Figure 3: Block diagram of ER system using 13D MFCC features 

 
Figure 4: Block diagram of ER system using MFCC dynamic features 

 

 
Figure 5: Block diagram of ER system using shifted delta cepstral features 

 
Given a spoken utterance, SDC feature vector is computed for every frame time t considering the context across P*k frames 
based on the configuration. For instance, a 7-1-3-7 configuration captures the context over 21 frames. We use an end-to-end 
DNN and a modified DNN with attention mechanism for the task of ER. Several experiments were conducted to select the 
best dimension and type of feature i.e static vs dynamic vs SDC. Block diagram of ER system based on static, dynamic and 
SDC feature extraction has been given in Figures 3, 4 and 5 respectively. From the observations, static MFCC features 
outperform the dynamic and SDC features for ER task as given in Table 2. Stacking multiple frames does not help in emotion 
recognition because emotion cannot sustain for a longer period. Using static MFCC features we compare our results as GMM 
vs DNN vs DNN-WA for ER task. 
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Table 2: Performance of Deep Neural Network with Attention mechanism (DNN-WA) Emotion Recognition system based on feature 
selection 

 
Architecture 13D(in %) 39D(in %) 56D(in %) 
700R500R200R100R 88.337 78.667 72 
500R500R500R500R 90 81.667 79 

 
GMM based Emotion Recognition 
As a baseline system, we trained a GMM classifier using MFCCs as the acoustic features. GMM is a statistical way of 
modelling the feature vector in an unsupervised way for classification task. This model looks at the data as a linear 
combination of many Gaussian models. The GMM aims to model the data in terms of mean, variance and mixture 
coefficients. Expectation Maximization (EM) algorithm was used to train the GMMs. In this work we vary the mixtures up to 
64 Gaussian components. Increasing the number of Gaussian components improved the performance by helping in better 
fitting the input data. The results are shown in Table 3. 
 

Table 3: Performance of Gaussian Mixture Model (GMM) based Emotion Recognition 
 

 
 

 

 

 

DNN based emotion recognition 
 
DNN 
Initially, a series of experiments were performed to determine the depth and breadth of the DNN for ER. DNNs were 
initialized using Normalized initialization [21] and trained using the mini-batch stochastic gradient descent with classical 
momentum (SDG-CM). The input layer has based on the feature dimension, 13, 39 and 56 units for static, dynamic and SDC 
respectively. The output layer has four units each representing one of the four emotions i.e anger, happiness, sadness and 
neutral. The architectural choices and the resultant accuracy have been shown in Table 4. 
 

Table 4: Performance of Deep Neural Network based Emotion Recognition 
 

Architecture Accuracy (in %) 
DNN700R 71.667 
DNN500R 75 
DNN700R500R 75 
DNN1500R500R 87 

 
DNN-WA 
From the experiments, as we observed that the dynamic features did not help over the static features, we further continued 
our studies using static MFCCs with DNN-WA. Input and output layer units dimension remains the same as used in DNN but 
with a single layer perceptron before the last hidden layer. This perceptron gets as input the hidden layer representations of an 
utterance and learns the weightage to be given to each frame’s hidden representation. In this way a context vector for the 
entire utterance is built and hence the context summarization. This context vector is further used as input to the final hidden 
layer and then the output layer follows. The output is a single vector for an utterance that gives the posterior probabilities for 
each class. Table 5 shows the results obtained using DNN-WA for ER. 
Although there is a little improvement in ER accuracy moving from GMM to DNN, a significant improvement is observed 
using DNN-WA. DNN-WA is capable of summarizing the entire utterance into a single context vector that further helps in 
giving an utterance level classification. Unlike other recognition tasks like speaker and language identification where the 
speaker and language information exists throughout the utterance, emotion does not sustain for a longer period. Thus, 
although stacking multiple frames did not help in identifying emotion, the context of an utterance over multiple frames helps  
 

Number of Gaussian Components Accuracy (in %) 
2 70 
4 70 
8 81.667 
16 85 
32 86.667 
64 86.667 
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Table 5: Performance of Deep Neural Network with Attention mechanism (DNN-WA) based Emotion Recognition 
 

Architecture Accuracy (in %) 
DNN700R 78.33 
DNN500R 87 
DNN700R500R 88.333 
DNN1500R500R 90 

 
in ER. In an ebullient situation, a person may not scream on top of his voice out of joy for long time, but the content of his 
conversation could reveal his state-of-mind. This kind of context summarization is achieved using DNN-WA for ER. 
 
Summary and Conclusion 
In this paper, we have explored the DNN-WA for performing the utterance level ER. Our results indicate that, the proposed 
architecture is well suited for the task of ER. Through our experiments, we conclude that, the SDC features or the dynamic 
features are not necessary for emotion recognition unlike other speech tasks like SR and LID. Thus, adding the context over 
multiple frames at feature level did not help in improving the performance of an ER system. Emotion cannot sustain for 
longer durations, and our results comparing the static and dynamic features prove the same. At classification level, using 
DNN-WA helps in context summarization utterance level. This is different context in a way that DNN here is trying to decide 
based on the content being spoken at different levels of abstraction rather than simply looking for the energy levels over few 
frames to identify the state of mind. We compare GMM, deep neural network and deep neural network with attention. DNN 
outperformed the GMM based ER system and DNN-WA in turn has better capability in capturing the context which further 
helps in emotion recognition. 
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